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Abstract— This article presents an algorithm for stereoscopic image processing taken by the same camera in a real environment and
considering two shifted captures. The aim of this treatment is to extract two important informational data about the environment: the
distance separating the obstacles from the camera and their sizes. The depth calculation of an obstacle is performed by exploiting the
disparity map between two considered stereoscopic images. This disparity is estimated by using the Block Matching program implemented
in Matlab. In order to obtain an accurate and fast result, improvements are added to this estimation by combining "sub-pixel accuracy",
"dynamic programming" and "the pyramid image technique". Finally, the determined disparity, associated with the camera calibration data,
allowed us to obtain a precise estimation of the depth. The obstacle size is obtained by using the established calibration curve, giving the
proportionality between the surface in pixels² of the image of object, and its real surface in m², according to the depth of the object. The
tests performed in a real environment based on the elaborated algorithm give the results about the obstacle depth and its size. Tests
results are completely similar to the experimental data.

Index Terms— visual impairment, stereoscopic vision, sub-pixel estimation,  dynamic programming, pyramidal image.

—————————— ——————————

1  INTRODUCTION
HE  vision  allows  us  to  perceive  and  interpret  the  world
around us. For the majority of people with visual impair-
ment, move independently, safely and effectively in un-

known places can be a very difficult task to accomplish. The
artificial vision is intended to reproduce some functionalities
of human’s vision through the image analysis [1-4]. Thus,
many research groups have proposed devices to facilitate the
navigation [5-7]. The most relevant problem for blind people is
to evolve in their environment without coming up against
unexpected obstacles. The obstacle detection is therefore one
of the main problems to resolve and ensure a secured naviga-
tion.
The  obstacle  detection  is  one  of  the  most  active  research  do-
mains in computer vision, through its wide range of applica-
tions, which includes the autonomous navigation, robot and
conduit systems [8-10]. The most important objective is to
measure accurately the distances relative to obstacles and to
provide an estimation of the obstacle size. The existing solu-
tions cannot produce results with sufficient accuracy in real
time. In this light, an assistance system can be implemented.
This system exploits the stereoscopic images information ac-
quired by two similar cameras, to precisely extract the object
volume and the distance separating it from the cameras. Once
obtained, this information can be transmitted in real time to
the visually impaired or the blind as audible or vibrating sig-
nal.
The matching of stereoscopic images, which means to find for
each point on the left image, the corresponding point in the
right image, constitutes one of the most studied subjects in the
field of computer vision. So, to solve this problem, many

methods were suggested [11, 12]. To determine the pairs of
conjugate points of the two stereoscopic images, it is necessary
to evaluate the similarity between the points by performing a
comparison of pixels intensity in the two images. This match-
ing allows to establish a disparity map between the two stere-
oscopic images.
However, the determination of a disparity map often requires
important calculation time and precision that are constraining
for the entire system. The majority of research efforts have
been concentrated on the accurate estimation of the disparity
in order to obtain accurate 3D information [13,14]. A disparity
describes the difference in the positions of two corresponding
pixels. To get the disparity map, we must solve the corre-
spondence problem for each pixel.
In the previous work [15], we proposed an algorithm to calcu-
late the distance separating the obstacles in a scene relative to
the camera position, based on the disparities evaluation be-
tween the two stereoscopic images, by exploitation of the
Block Matching algorithm implemented in software "Matlab",
using the sum of absolute differences (SAD). By applying the
sub-pixel precision technique through the measurement of
similarity functions based on windows, the disparities were
determined with a correct accuracy. The exploitation of dy-
namic programming has considerably increased the accuracy.
This algorithm has improved the accuracy of the estimated
disparities, and has also accelerated the treatment process
through the implementation of the pyramidal image process.
These results previously obtained are insufficient for an appli-
cation in a real environment and that requires real-time pro-
cessing, therefore we propose in this paper an improved algo-
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rithm whose aim is to perform a quick and accurate pro-
cessing  to  calculate  the  depth  of  an  object  in  a  real  environ-
ment. The advantage of this algorithm compared to the previ-
ous one, is that it allows separating the obstacles of the back-
ground before the image processing. The Canny filter localizes
the largest differences of local intensities and finds the object
edges in the image. These edges are necessary to generate the
binary mask that allows an entirely automatic selection of the
obstacle. The most important features are: 1) an acceptable
processing speed, 2) a capacity of minimization false matches,
and 3) a correct estimation for large distances cameras-object.
In our study, we will also establish calibration curve to evalu-
ate  the  real  dimensions  of  the  objects  depending  on  the  di-
mensions of their images taken by the cameras by considering
different distances object-cameras.

2 METHODS AND MATERIALS
2.1 Methods of processing stereoscopic images
The basic structure of a stereoscopic vision system is described
in Fig.1.

Fig. 1.Geometric model of stereovision system

C (resp. C’) : The left camera (resp. right),
f : Focal distance of camera (The same camera is used),
b : Distance between the two positions of the camera,
X : An object point in the scene,
u (resp. u’) : The projection of the point X in the
left image (resp. right).

Two similar cameras are separated by a distance b, called
the baseline. Each camera sees the object but from a slightly
different angle. The depth Z, representing the separation dis-
tance of the object from the cameras is calculated as shown in
the following equation:

d
fbZ

Where d is the disparity. It measures the distance separating
two stereoscopic point images superposed, associated at the
same point of an object (d=u-u’).

2.2 Presentation of the proposed algorithm
In this section, we explain the global structure of the pro-

posed  algorithm.  This  latest  begins  by  performing  a  prepro-
cessing of the taken stereoscopic images.

Considering the image in its global shape in the processing
provides a better precision, but this increases the calculation
complexity, consequently, a two-dimensional binary mask is
applied to a block of image data, this block frames the object in
the scene that can be seen as an obstacle for the blind or visu-
ally impaired.

The obstacle in the foreground of the image is separated by
using an edge detection followed by morphological opera-
tions. The correspondence research space is therefore reduced
by the research around the target obstacle.

Our algorithm has two variables: the size and depth of the
obstacle. First of all, the initial disparity map is calculated.
Then, the algorithm eliminates noisy disparities by applying
the sub-pixel precision and dynamic programming, as well as,
the pyramid image to reduce computation complexity. Once
the problem of stereoscopic matching is resolved, by exploit-
ing the intrinsic parameters of the camera, the obstacle depth
can be estimated.

Finally,  the  calibration  curves  provide  an  estimate  of  the
obstacle size.

Fig. 2. Schematic diagram of the proposed algorithm
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The algorithm block diagram of determining the size of an
obstacle and its location relative to a blind or a visually im-
paired is shown in Fig. 2. The proposed algorithm mainly con-
sists of three major steps: 1) The camera calibration, 2) the es-
timation of the disparity between two stereoscopic images,
and 3) the establishment of a calibration curve.

2.2.1 Camera calibration and focal distance
determination

The first step is devoted to the determination of the focal dis-
tancef. For this, the matrix K of the intrinsic parameters which
defines the internal geometry and the camera optical charac-
teristics is obtained by a calibration process using the Camera
Calibration Toolbox for Matlab.

: The horizontal and vertical focal distances in pixels,

 : The skew that defines the angle between the images rows and

columns (often close to ),

{ , } : The image center coordinates.
2.2.2. Accurate disparity estimation for an obstacle
2.2.2.1 Image pre-processing

The stereoscopic images are acquired by a single camera, in
order to ensure the invariance of the intrinsic parameters of
this latter. The captures of views are done in two times from
two points of view slightly apart (65 mm). The sensor data is
transmitted to the computer for the analyze.

The  proposed  algorithm  has  been  coded  and  tested  in  a
MATLAB environment, on obstacles whose the front face sur-
face varies between 1,1088 m² and 18,36 m². For each obstacle,
a series of stereoscopic image pairs is collected, for a camera-
object distance ranging from 5 m to 30 m with a step of 5 m.

In the pretreatment, the captured image is resized to 256 x
256 pixels; each pixel has a value of grayscale coded from 0 to
255. The read images are colored, but they have been trans-
formed into monochromatic images to simplify the matching
process.
2.2.2.2 Automatic selection algorithm of the obstacle

Faced with the increasing complexity of important calcula-
tions and data volumes to be processed, we propose a com-
pletely automated algorithm for a fast extraction of an obstacle
to its background to replace it on a plain background. The se-
lection procedure retains only the pixels belonging to the ob-
stacle based on a binary mask constructed from the edge de-
tection of an image which accelerates the processing and pro-
vides robust and accurate results.

2.2.2.2.1 Edge Detection by the Canny filter
The Canny method implements an estimation of the image

gradient using the Sobel filter, followed by a hysteresis
thresholding of the gradient modulus [16]. A high threshold
and a low threshold are to be defined. All the pixels where the

gradient modulus is higher than the first threshold are classi-
fied as belonging to the image contours. The pixels having a
modulus higher than the low threshold, which are connected
to the previous segments, are defined as contour points in the
resulting binary image.

2.2.2.2.2 The gradient calculation
The gradient that returns the intensity contours. The used

operator allows to calculate the gradient following the X and
Y directions, it is composed of two convolution masks whose
dimensions are 3 3 :

The gradient value at a point is approximated by the formula:

The detection results of these contours are represented
in Fig. 3.

Fig. 3. Edge detection by the Canny filter

     Once the edges are detected, the connected components
(objects) that have fewer than P pixels, are removed from the
map contours.
To extract the object of the image background, first, we com-
pare  the  grayscale  from  the  center  of  the  image  until  find  a
difference higher than three, which means a transition be-
tween the object and the background. Afterwards, we register
the pixel coordinates of transition for four extremities of the
object (rectangular supposed). Then we construct the binary
mask from the object coordinates in the image. Finally, we
apply the mask on each of the image’s component among the
three components red green and blue.
The result of this obstacle selection process is shown in Fig. 4.

Canny filteringIJSER
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Fig. 4. Execution Steps of the algorithm to extract the object by applying

the binary mask

As we can see, the detection is accurate; it allows the com-
plete exclusion of the background.

2.2.2.3 Estimation of the initial disparity map
To determine the initial disparity of the central pixel of size
analysis block 15² =15 15, the “Block Matching’’ algorithm
takes this block from the right image, and makes a scan  at the
same horizontal line in the left image, so as to compare this
block with the potential correspondents blocks, found at  ± 15
pixels around the pixel location to be matched.
To define the best target block, the algorithm is based on the
optimal sum of absolute differences (SAD). The minimal cost
of SAD is chosen as the best score and sets the disparity d of
the central pixel of the block.

2.2.2.4 Improvement of the initial disparity map
2.2.2.4.1 Sub-pixel estimation
The disparity estimations returned by block matching are all
integers, so that there are no smooth transitions between re-
gions of different disparities. This causes contouring effects
(noisy calculations) that can be eliminated effectively by using
the sub-pixel precision [17].
The sub-pixel precision is used to find optimal corresponding
points with an accuracy degree less than a pixel, by increasing
the harmony of the disparity of a pixel with ±3 disparity val-
ues of its neighbors along an image line.

2.2.2.4.2 Dynamic Programming
To have a correct disparity, the dynamic programming algo-
rithm distinguishes the best matching between two sequences
among all possible matches, on a range of  pixels [18].
Whilst the dynamic programming can improve the accuracy
of the stereoscopic image, the matching of the basic block is
always an expensive operation, and the dynamic program-
ming only adds the load. A solution consists in use the pyram-
idal image, the speed is five times faster, since the research is
reduced to ± 3 pixels.
2.2.2.4.2 Pyramidal image
It was proved that the approach of the pyramidal image in the
stereoscopic matching is faster, such as the search range in
each level of the pyramidal image is reduced [19]. Effect a re-
duction in the level of the pyramid in the pair of stereoscopic
images, the size of the research space is considerably reduced.

3  RESULTS
In this section, we describe the undertaken experiments to
evaluate the performance of the proposed method using pairs
of stereoscopic images taken in real conditions and containing
an object placed in the scene at different depths. We also pro-
ject to achieve fast execution of algorithm, what is the condi-
tion of any system of obstacle detection for autonomous navi-
gation. Thus, we present the modeling results. These results
are compared with experimental measurements to validate the
used model.
3.1 Determination of intrinsic parameters of the used

camera
The determination of intrinsic parameters of used camera is

indispensable for evaluating the depth Z. To determine these
parameters, we used a calibration pattern. Ten images taken
with different positions of the pattern were performed. The
results of processing of these images taken by means of the
“Camera Calibration tool” of MATLAB are shown in the table

1.

Focal distance (pixels) [181,74312    181,61745] ± [1,21845
1,15536]

Point principal (pixels) [127,50000    127,50000] ± [1,38230

1,29212]

Inclinaison (degrés) [0,00000] ± [0,00000] => angle of pixel

axes = 90°

Distorsion [-0,22844   0,23824 -0,01315

0,00801  0,00000]±

[0,07409   0,08728   0,00946   0,001681

0,00000]

TABLE 1: INTRINSIC PARAMETERS OF THE USED CAMERA

The distortion is in particular caused by the optical system
(magnifying effect and decentering). The image distortion coef-
ficients (radial and tangential distortions) are stored in a 5 1

Suppression of small
segments of contours
and determining the

obstacle center

Creation of the binary mask
through coordinates of the

obstacle in the image

Application of the
binary mask on the

original image

Filling regions and holes
delimited by a closed

contour

1 1

1 ),(),(),(
Nx

xm

Ny

yn
kk dyndxmInmIdydxSAD
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vector.
3.2 Determination of the depth "Z"

The algorithm performance for calculating the depth Z, in
terms of the accuracy and the calculation speed, was evaluated
by  using  stereoscopic  images  for  real  objects  provided  by  the
cameras system (binocular distance: 65 mm, focal distance :
181.74312 pixels). To characterize the dispersion of values of the
depth Z, we determined the uncertainty from five repeated
measures. The obtained results with the proposed approach,
compared with experimental values, are reported in the table 2
and illustrated in the figures 5 and 6.

TABLE 2: EXPERIMENTAL AND CALCULATED VALUES OF THE DEPTH Z
SEPARATING THE OBJECT TO THE CAMERAS

As shown in the results, the calculated values of the depth Z
are quite comparable to the experimental values. The proposed
algorithm is able to correctly identify the obstacles position in
both for the small and large distances object-camera. It can be
also  seen  that  the  processing  errors  obtained  are  low,  which
confirms the accuracy of the used algorithm.

Fig. 5: Comparison of calculated and experimental depths
 “objet – cameras”

Fig. 6: Variations of calculated depth versus the disparity

Figure 6 shows the variations of calculated depth of objet
versus the disparity. The depth values are inversely proportion-
al to the disparities. This result confirms the validity of the pro-
posed method.

3.3 Elaboration of the calibration curve for determining
the real size of object

An evaluation of the object size constituting an obstacle for
visually impaired people, may constitute useful information
about the obstacle importance. For this purpose, we established
a calibration procedure to evaluate the real size of the object
from the occupied surface by this latter in the image of the sce-
ne.

The first step consists to fix the depth Z at a determined
value and calculate the proportionality coefficient  be-
tween the surface in pixels² of the object image, and its
real surface in m², and this for objects of different sizes.
The objective of this step is to verify the independence
of the coefficient  relative to the object size. To deter-
mine the surface (L*l) in pixels² of the object image, we
calculated the difference between its coordinates of the
left upper corner and of the right lower corner, which
gives the pixels number in the length "L" as well as in
the width "l". In our experimental study, we used four
objects of different sizes; the obtained results are
shown in the table III.
The second calibration step is to evaluate the propor-
tionality coefficient , for different values of the depth
Z (Experimental or calculated). The obtained calibra-
tion curve is shown in figure 7.

The obtained results show firstly that the coefficient  is in-
dependent of  the object  size.  The obtained curve of  the coeffi-
cient  variation as a function of the depth Z is homogeneous,
this makes it easy to deduce this coefficient, and consequently,
as soon as the determination of the depth Z and the surface s in
pixels² of the object image, it easy to calculate the real surface of
the object.

Z experimental

(m)
Determined disparity

(pixels)
Z calculated

(m)

5 ± 0,003 2,350 ± 0,01 5,02 ± 0,048

10 ± 0,003 1,175 ± 0,005 10,05 ± 0,096

15 ± 0,003 0,792 ± 0,001 14,91 ± 0,104

20 ± 0,003 0,588 ± 0,001 20,09 ± 0,124

25 ± 0,003 0,47 ± 0,001 25,13 ± 0,188

30 ± 0,003 0,392 ± 0,001 30,13 ± 0,213IJSER
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TABLE 3: PROPORTIONALITY COEFFICIENT  FOR DIFFERENT VALUES
OF THE DEPTH Z AND DIFFERENT OBJECT SIZES

Fig. 7: Calibration curve of the variation of the proportionality coefficient 

versus object depth Z

4  CONCLUSION
The main objective of this work is to analyze the technical fea-

sibility of a guidance system based on the stereoscopic vision
principle, to help the people with visual impairments to improve
their daily autonomy. In this paper, we proposed and evaluated an
algorithm of stereoscopic image processing for the evaluation of
the size of an obstacle and its location relative to a blind or a vis-
ually impaired.

After performing the used camera calibration to define its in-
trinsic parameters, we estimated and optimized the resultant dis-
parity between taken stereoscopic images of the object by using
the dynamic programming algorithm and the pyramidal image,
which allowed increasing the processing efficiency in terms of
time and precision. The performed processing on the stereoscopic
image pairs, associated to the camera intrinsic parameters, made
it possible to reach to the values of separation distance camera -
object. These values are quite similar to the experimental values

 To provide an estimation of the object size constituting an ob-
stacle, we proposed a calibration procedure to determine the vari-
ation of the proportionality coefficient  between the surface in
pixels² of the object image, and its real surface in m², depending
on the depth Z between the camera and the object. The exploita-
tion of this calibration curve allows bringing an appropriate esti-
mation of the object size.

          Finally, these results prove that the proposed method is
valid in a real environment.

In perspective, it would be interesting to optimize the algo-
rithm to obtain the results of stereoscopic images processing in-
stantly; as well as to develop a translation system of information
obtained  on  the  depth  and  the  obstacle  size,  in  the  form  of  a
sound or vibrational signal, which will be transmitted to a blind
or a visually impaired.
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